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Abstract

When mobile robots perform tasks in environments
with humans, it seems appropriate for the robots to
rely on such humans for help instead of dedicated hu-
man oracles or supervisors. However, these humans
are not always available nor always accurate. In this
work, we consider human help to a robot as concretely
providing observations about the robot’s state to reduce
state uncertainty as it executes its policy autonomously.
We model the probability of receiving an observation
from a human in terms of their availability and accuracy
by introducing Human Observation Providers POMDPs
(HOP-POMDPs). We contribute an algorithm to learn
human availability and accuracy online while the robot
is executing its current task policy. We demonstrate
that our algorithm is effective in approximating the true
availability and accuracy of humans without depending
on oracles to learn, thus increasing the tractability of
deploying a robot that can occasionally ask for help.

Introduction
When navigating in complex environments, robots may be-
come uncertain of their location due to imprecise sensors
and other factors such as crowds that affect sensor readings.
To complete tasks in uncertain environments, many robots
have relied on supervisors who are always available and ac-
curate to tell them which action to take (e.g., teleoperators).
As more robots are deployed in our environments, it will be
infeasible to employ supervisors for each robot.

To reduce the dependence on supervisors during tasks, we
propose that robots ask for help, when needed, from peo-
ple already located in the environment - particularly those in
known static locations such as offices. We view these hu-
mans as observation providers capable of assessing or ob-
serving the state of the robot but not directing the robot’s
actions given that state. For example, a human can indicate
the robot’s location, but not which direction to travel.

Compared to traditional supervisors, humans in the envi-
ronment also have limitations:
• they are only accessible in their offices,
• they may be busy and not interruptible,
• they may have limited availability to provide help, and
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• they may not always be accurate.
As a robot plans to navigate in the environment, we argue
that it must not only consider the distance and expected un-
certainty on its many possible paths, but also who is avail-
able to help and where, the cost of interrupting and asking
them, and whether they will provide an accurate response. A
robot that relies on humans in the environment but does not
model those humans may navigate along shorter paths with
no humans available or with humans who provide inaccurate
help. As a result, a robot may not be able to receive the help
it may need and may fail to complete tasks.

In this work, we represent robot navigation in an envi-
ronment with human observation providers as a Human Ob-
servation Provider POMDP (HOP-POMDP). Optimal and
approximate HOP-POMDP policies can be solved using
POMDP solvers to determine not only the actions that the
robot should take, but also who and where to ask for help.
However, it may be infeasible to approximate the availabil-
ity and accuracy of human helpers prior to the deployment
of the robot in the environment.

We, then, introduce an algorithm to learn the availabil-
ity and accuracy of human observation providers while the
robot executes its current policy using an explore/exploit
strategy. While other algorithms instantiate many hypoth-
esis POMDPs with varying observation and transition func-
tions and take advantage of an always-accurate and available
human to reduce the hypothesis space and learn the correct
functions, it is intractable to solve these hypothesis POMDP
policies while a robot is executing and we cannot depend on
humans to be available to help the robot. Our algorithm

1. instantiates only a single hypothesis HOP-POMDP,
2. recomputes the HOP-POMDP policy only when the

learned accuracy/availability change significantly, and
3. does not depend on a human to always be accurate and

available in order to learn.
In terms of the explore/exploit strategy, we show that our

algorithm earns more reward and converges faster than ei-
ther explore-only or exploit-only algorithms. Additionally,
when comparing our learning algorithm to prior algorithms
on similar-sized POMDPs, we demonstrate that our algo-
rithm converges faster while significantly reducing the num-
ber of times a HOP-POMDP policy must be recomputed
during learning and without requiring a human to reduce the
POMDP hypothesis space.



Related Work
We are interested in creating a model of humans in the envi-
ronment for a robot to use to determine who can be queried
to provide observations during a task. Goal-directed human
interaction has primarily been modeled using Partially Ob-
servable Markov Decision Processes (POMDPs) (Schmidt-
Rohr et al. 2008; Karami, Jeanpierre, and Mouaddib 2009;
Armstrong-Crews and Veloso 2007). To briefly review,
POMDPs (Kaelbling, Littman, and Cassandra 1998) are rep-
resented as the tuple {S,A,O,Ω, T,R} of states S, actions
A, observations O and the functions:
• Ω(o, s, a) : O×S ×A - observation function, likelihood

of observation o in state s after taking action a
• T (s, a, s′) : S ×A×S - transition function, likelihood of

transition from state s with action a to new state s′
• R(s, a, s′, o) : S ×A× S ×O - reward function, reward

received for transitioning from s to s′ with action a
There have been many proposed algorithms to solve the

state-action policy for the POMDP (Aberdeen 2003), but
it has been shown that solving them optimally is PSPACE-
HARD (Papadimitriou and Tsisiklis 1987; Madani 2000).

POMDPs for Collaboration Multi-Agent POMDPs for
HRI combine the possible states of the robot R, human H ,
and the environment E to form a new POMDP representing
the task for both the human and robot (e.g., (Schmidt-Rohr et
al. 2008; Karami, Jeanpierre, and Mouaddib 2009)). These
models represent the human as an agent in the robot’s en-
vironment that it can interact with. However, multi-agent
POMDPs have increased complexity in terms of their expo-
nentially larger state spaces which are less tractable to solve.

POMDPs with Oracle Observations Information
provider “oracles” who are always available and accu-
rate have also been considered to reduce uncertainty in
POMDPs. Oracular POMDPs (OPOMDPs) plan for needing
help to reduce uncertainty, modeling the oracle states sepa-
rately from the robot’s states (Armstrong-Crews and Veloso
2007). OPOMDPs assume that there is an always-available
oracle that can be queried for observations from any of the
robot’s states at a constant cost of asking, λ. The robot
executes the best non-asking for help policy (the QMDP

policy (Littman, Cassandra, and Kaelbling 1995)) unless
the cost of asking is lower than the cost of executing under
uncertainty. However, actual humans in the environment are
not always available or interruptible (Fogarty et al. 2005;
Shiomi et al. 2008), may not be accurate (Rosenthal, Dey,
and Veloso 2009), and they may have variable costs of
asking or interruption (Cohn, Atlas, and Ladner 1994;
Rosenthal, Biswas, and Veloso 2010).

Learning POMDPs with Oracles Recent work has
also focused on using oracles to learn the transition and
observation probabilities of POMDPs when it is difficult
to model a robot before it is deployed in the environment
(Kearns and Singh 2002; Jaulmes, Pineau, and Precup 2005;
Doshi, Pineau, and Roy 2008; Cai, Liao, and Carin 2009). In
these algorithms, a robot instantiates hypothesis POMDPs
that could possibly represent its transition and observation
functions. The robot executions the action consensus from

all of the hypotheses until there is disagreement between
them of which action to take. The robot then asks an oracle
to reveal the current state, the hypotheses which do not
include the current state in the belief are removed, and new
hypotheses are instantiated to replace them. In this way, the
robot converges to choosing hypothesis POMDPs with the
correct observation and transition functions. However, the
robot must solve hypothesis POMDP policies 103 − 106

times to learn the observation and transition functions
for small problems like the Tiger Problem, which is in-
tractable for robots in real time (Kearns and Singh 2002;
Jaulmes, Pineau, and Precup 2005).

In this work, we differentiate traditional oracles from
real humans in the environment. We will model locations,
availability, cost of asking, and accuracy of humans. We
define HOP-POMDPs to take into account the benefits of
asking different humans for observations (who may not
always be available or accurate) in addition to the distance
to its goal in order to determine who to ask and where to
navigate. Without a model of humans, the robot may choose
a path that has no help available or one where humans often
provide inaccurate help, causing the robot to execute with
more uncertainty and to possibly fail to complete its task.
We, then, introduce an algorithm to learn the availability
and accuracy of humans (the HOP-POMDP observation
function) without the instantiation and solution of many
hypothesis POMDPs as prior work requires.

Humans as Observation Providers
We first formalize the limitations of humans. In particular,
we will model the probability of a robot receiving an obser-
vation from a human in terms of the human’s availability,
accuracy, location, and cost of asking.

Location We assume that humans are located in a partic-
ular known location in the environment (e.g., an office), and
can only help the robot from that location. When the robot
is in state s it can only ask for help from the human hs in
the same state. As a result of taking the ask action aask, the
robot receives an observation o from the human.

Availability The availability of a human in the environ-
ment is related to their response rate (how often they provide
an observation). Receiving onull is equivalent to receiving
no observation or timing out waiting for an answer. We de-
fine availability αs as the probability that a human provides
a non-null observation o in a particular state s: 0 ≤ αs ≤ 1.
If there is no human available in particular state, αs = 0. A
human provides any observation other than onull with prob-
ability: ∑

o6=onull

p(o|s, aask) = αs (1)

and would provide no observation onull otherwise

p(onull|s, aask) = 1− αs (2)

This is to ensure that
∑

o p(o|s, ask) = 1.



Accuracy When human hs responds (o 6= onull), the
probability that he correctly responds os depends on his ac-
curacy ηs. The more accurate the human hs, the more likely
they are to provide a true observation os. Otherwise, hs pro-
vides observations os′ .

Formally, we define the accuracy ηs of hs as the probabil-
ity of providing os compared to the probability they provide
any non-null observation o 6= onull (their availability αs).

ηs =
p(os|s, aask)∑

o6=onull
p(o|s, aask)

=
p(os|s, aask)

αs
(3)

Cost of Asking It is generally assumed that supervisors
are willing to answer an unlimited number of questions as
long as their responses help the robot. However, there may
be a cost of asking in terms of the time it takes to answer
the question and the cost of interruption, limiting the num-
ber of questions that should be asked (Armstrong-Crews and
Veloso 2007).

Let λs denote the cost of asking for help from hs. These
costs vary for each person, but are assumed to be known
before planning. The cost for querying the human if they
answer with a non-null observation o 6= onull is

R(s, aask, s, os) = −λs (4)

A robot receives no reward if the person does not respond,
R(s, aask, s, onull) = 0, because we assume that they were
not bothered by a request that the do not answer. Because
there is no negative reward for null observations, the policy
can afford to be riskier in who it tries to ask rather than incur-
ring a higher cost of asking someone who is more available.

HOP-POMDP Formalization
We define the HOP-POMDP for a robot moving in the envi-
ronment with humans, and then discuss differences between
humans as observation providers and noisy sensors.

Let HOP-POMDP be {Λ,S, α, η,A,O,Ω, T,R}. where
• Λ - array of cost of asking each human
• α - array of availability for each human
• η - array of accuracy for each human
• A = A∪{aask} - autonomous actions and a query action
• O = O ∪ {∀s, os} ∪ onull - autonomous observations, a

human observation per state, and a null observation
• T (s, aask, s) = 1 - self-transition for asking actions

Specifically, let hs be the human in state s with availabil-
ity αs, accuracy ηs, and cost of being asked λs. Our observa-
tion function Ω and reward function R reflect the limitations
of humans defined in Equations 1-4. Remaining rewards,
observations, and transitions are defined as in any POMDP.

Humans vs Noisy Sensors Unlike sensors, querying a hu-
man multiple times (as is common in POMDPs to over-
come sensor noise) will not result in different observa-
tions. Thus, if the optimal policy requires aask at state s
when hs is not available during execution, the robot should
instead execute a different action. In our work, we use
the QMDP action (like OPOMDPs (Armstrong-Crews and
Veloso 2007)) which chooses the best non-asking action
(Kaelbling, Littman, and Cassandra 1998).

Learning Accuracy and Availability
Although the HOP-POMDP model includes availability and
accuracy, it may be difficult to determine these values be-
fore the robot is deployed. We introduce an online algo-
rithm to learn the availability and accuracy of humans in the
environment (the HOP-POMDP observation function) while
the robot executes the current optimal policy using an ex-
plore/exploit strategy. While prior work on learning obser-
vation functions would also learn our HOP-POMDP obser-
vation function, the work is not tractable to solve in real en-
vironments due to their instantiation of multiple hypothesis
POMDPs and the requirement that an oracle provide accu-
rate observations about the robot’s state (Jaulmes, Pineau,
and Precup 2005; Doshi, Pineau, and Roy 2008). Instead,
our algorithm for Learning the Model of Humans as Obser-
vation Providers (LM-HOP):

1. requires only one HOP-POMDP to be executed at a time,
2. selectively recalculates the policy only when the observa-

tion probabilities have changed significantly, and
3. does not require an always-accurate and available oracle

to provide accurate observations.
We detail the LM-HOP Algorithm (1) in terms of these
three contributions.

Single HOP-POMDP Instantiation We only instantiate
a single HOP-POMDP for learning rather than several hy-
pothesis POMDPs. We maintain counts (#os′,s) for each
observation os′ in each state s and for each null observation
in each state, as well as the robot’s belief b(s), and the avail-
ability and accuracy of each human (Lines 1-5). Before each
action, the robot chooses a random number ρ to determine if
it should explore or exploit the current best policy π (Lines
8-12). Then, as usual, the belief is updated according to the
current policy and observation (Line 14), rather than taking
the consensus action of many hypothesis POMDPs.

Learning Human Accuracy and Availability In HOP-
POMDPs, the robot only needs to learn after aask actions.
Prior work assumes that a human will always answer accu-
rately (os). However, in our algorithm, if onull is received
after asking, the robot does not know its current state. As
a result, it must update the approximate availability of all
possible states it could be in, weighted by the probability of
being in each state b(s) (Lines 17-18). If an observation os is
received, its availability of each state is incremented by the
belief b(s), because we still do not know if the human an-
swered accurately (Lines 19-22). In order to learn accuracy
from observations os, each ηs is incremented by the belief
b(s) of the robot (Lines 23-24). The accuracy and availabil-
ity are calculated as averages (over time t) of observations
over all questions asked.

It should be noted that due to the limitations of humans in
the environment, our algorithm may not converge to the true
availability and accuracy. In particular, the robot attributes
the unavailability onull to all states weighted by b(s). If one
human is always available and another is never available,
some unavailability will still be attributed to the always-
available human because the robot is uncertain and does not
know it is not asking the always-available human.

Selective Learning In order to reduce the number of
times a HOP-POMDP policy must be recomputed, we se-



Algorithm 1 LM-HOP(π, τ, αinit, ηinit, binit)

1: // Initialize availability, accuracy and
counts

2: α̂s ← αinit,s, ∀s, s′, #os′,s = 0,#onull,s = 0
3: // Execution Loop
4: for t = 1 to∞ do
5: b← binit
6: loop
7: // Choose explore or exploit action
8: if ρ > 1

t then
9: a← random action

10: else
11: a← π(b)
12: end if
13: // update belief using transitions τ,

receive observation o
14: b← τ(b, a), o← Ω(b, a)
15: // if a = ask, update availability

based on onull and accuracy based on
os′

16: if a = aask then
17: if o = onull then
18: ∀s, α̂s ← (1− 1

t b(s))α̂s, #onull,s ← b(s)
19: else
20: #observed os′
21: ∀s, α̂s ← (1− 1

t b(s))α̂s + 1
t b(s)

22: ∀s, #os′,s ← b(s)
23: for s 6= s′, η̂s ← (1− 1

t b(s))η̂s
24: η̂s ← (1− 1

t b(s
′))η̂s′ + 1

t b(s
′)

25: end if
26: end if
27: // is α̂ different than αinit?
28: if for any s, χ2(s) > 3.84 for αs or ηs then
29: αinit,s ← α̂s, ηinit,s ← η̂s
30: π ← SOLVE POLICY(αinit)
31: end if
32: end loop
33: end for

lectively update the policy when the estimated availability
or accuracy of a human has changed significantly from the
current HOP-POMDP estimate. We determine if any avail-
ability or accuracy has significantly changed using Pearson
χ2 test which tests the difference between an observed set
of data and the expected distribution of responses. For ex-
ample, with availability αs = 0.7 we would expect that only
about 30% of the received observations are onull. To com-
pute the statistic, we define the number of observations from
state s as ns : ns =

∑
s′ #os′,s + #onull,s

Then we define χ2(s) =

(
∑′

s #os′,s − nsαs)
2

nsαs
+

(#onull − ns(1− αs))
2

ns(1− αs)
(5)

to test whether the observed availability α̂s is different than
the initialized αinit,s or the accuracy η̂s is different than
ηinit,s with 95% confidence (χ2(s) > 3.84, Lines 27-31).
If so, then it is unlikely that our current HOP-POMDP rep-

Figure 1: The robot starts at state 1 and can take actions to
travel to states 4 (reward -10) or 5 (with reward 10). There
are humans in states 2 and 3 that the robot can decide to ask
so that it travels to state 5 to maximize its reward.

resents the humans in the environment, the approximations
of all accuracies and availabilities must be updated, and the
HOP-POMDP policy must be recomputed. The confidence
parameter can be adjusted to further reduce the number of
policy recalculations (e.g., 99% confidence would require
χ2(s) > 6.64). We expect our algorithm to recompute few
times in contrast to the prior algorithms which recalculate
each time the hypothesized POMDP actions conflict.

Experimental Results
In order to test our learning algorithm, we constructed a
benchmark HOP-POMDP with two available humans. We
show that our algorithm significantly reduces the number of
HOP-POMDP policies that must be computed compared to
prior work. Additionally, compared to these approaches and
other explore/exploit learning algorithms for POMDPs (e.g.,
(Kearns and Singh 2002; Cai, Liao, and Carin 2009)), we
show that our algorithm converges towards the true accuracy
and availability of human observation providers without re-
quiring an additional oracle to provide true state observa-
tions. As a result, the algorithm is more tractable to execute
in a real environment.

Benchmark HOP-POMDP
Our benchmark HOP-POMDP contains 5 states and 2 ac-
tions with two humans (states 2 and 3) and two final states
(4 and 5) (Figure 1).The robot starts at state 1 and chooses
to take action B or C, where

T (1, B, 2) = 0.75 T (1, B, 3) = 0.25

T (1, C, 2) = 0.25 T (1, C, 3) = 0.75

The robot can then execute B or C from 2 and 3 to 4 or 5:

T (2, B, 4) = 1.0 T (2, C, 5) = 1.0

T (3, B, 5) = 1.0 T (3, C, 4) = 1.0

However, the reward for state 4 is -10 and the reward for
state 5 is +10. The robot has the opportunity to ask for
help in states 2 and 3 to ensure it receives +10. The costs
of asking when the humans respond are R(2, aask, 2, o) =
R(3, aask, 3, o) = −1 and when they do not respond
R(2, aask, 2, onull) = R(3, aask, 3, onull) = 0.



Figure 2: The estimated availability of h2 (light grey) and
h3 (black) over 5000 executions of the HOP-POMDP with
true availability α2 = 0.7 and α3 = 0.4.

Depending on the availability and accuracy of the humans
h2 and h3, the optimal policy will determine whether the
robot should take action B or C from state 1 and whether it
should ask at the next location. This POMDP is similar in
size and complexity to other POMDP benchmarks such as
the Tiger Problem, and we will compare our results to those
of other results on similar problem sizes.

Benchmark Results
We first tested the LM-HOP algorithm, assuming that the
humans were 100% accurate. We initialized the availability
αinit,2 = αinit,3 = 0 to understand how fast the algorithm
would converge to true availabilities. As an example, Fig-
ure 2 shows the estimated availability of h2 (light grey) and
h3 (black) over 5000 executions of the HOP-POMDP with
true availability α2 = 0.7 and α3 = 0.4. We then tested the
simultaneous learning of both the availability and accuracy
of humans in the environment. We initialized the availability
of both humans to αinit,2 = αinit,3 = 0.0 and the accuracy
of both humans to ηinit,2 = ηinit,3 = 1.0. We then varied
the true accuracy and availability of our humans to under-
stand the learning curves. Figure 3 shows an example of
the learning rates for the availability and accuracy of h2 and
h3 when true accuracy of each humans is 0.5 and the true
availabilities are α2 = 0.7 and α3 = 0.4.

Explore/Exploit Strategy We find that our LM-HOP al-
gorithm and the explore-only algorithm closely approximate
the true availability and accuracy. The approximate avail-
abilities in Figure 2 are 67% (compared to 70%) and 41%
(compared to 40%). Compared to the explore-only algo-
rithm (Figure 2 dot-dash lines), our LM-HOP algorithm is
slower to start converging because it tries to maintain high
expected reward by exploiting the current best policy of not
asking for help. If we modified the explore-exploit learn-
ing parameter ρ, our LM-HOP algorithm would spend more
time exploring at first and would converge faster. Our algo-
rithm does converge faster in the end because, after recal-
culating the policy, the policy includes asking. The exploit-
only algorithm learns very slowly in our example because
the initial optimal policy does not include ask actions.

We also compare the average reward (collected over

Figure 3: The estimated availability (light grey) is learned at
the same time as the accuracy of the humans (black). h2 is
visited more often and his accuracy (0.5) is learned faster.

10000 executions) between the learning algorithms and the
optimal policy reward if true accuracy and availability were
known. Although the explore-only algorithm performs sim-
ilarly to our LM-HOP algorithm in terms of number recal-
culations and convergence, it earn only an average -.215 re-
ward compared to our algorithm which earns 3.021. The
exploit-only algorithm earns 4.742 reward, and the optimal
policy initialized to the true availability and accuracy earns
5.577. While the exploit-only algorithm earns more on aver-
age than our LM-HOP algorithm, we find that it earns very
little reward when it chooses the path with lower availabil-
ity first and high reward otherwise. Our algorithm does not
have this dichotomy, and therefore we believe it performs
better. We found no statistical difference between the av-
erage reward received when only learning availability and
when learning availability and accuracy.

Comparison to Prior POMDP Learners The X’s on
Figure 2 show the number of policy recalculations while
learning availability only. On average, our LM-HOP al-
gorithm recalculated the policy 20-30 times when learning
only availability. When learning both accuracy and avail-
ability, our algorithm recalculated the policy an average of
10 more times for a total of 30-40. Additionally, our algo-
rithm converges to the true availability and accuracy within
1000-2000 executions of a single HOP-POMDP. Overall,
the LM-HOP algorithm recalculates the policy significantly
fewer times than the prior work’s 103 − 106 recalculations
of 20 POMDPs of the similar-sized Tiger Problem (Jaulmes,
Pineau, and Precup 2005; Doshi, Pineau, and Roy 2008).

Real-World Building Results
In order to understand how the HOP-POMDP policy differs
from traditional POMDPs in a real-world environment, we
model an indoor robot navigation problem in which the hu-
man observation providers are the occupants of the offices
around the building. We gathered availability data through
a study of 78 offices in our building (Rosenthal, Veloso, and
Dey 2011). The availability of our office occupants is shown
in Figure 4(a) where darker gray represents higher availabil-
ity.

We tested the north portion of the building from the hall-



(a) Availability (b) Policies

Figure 4: (a) Availability of humans in our building - darker
gray represents higher availability. (b) The HOP-POMDP
takes a longer route with more available people.

way to the lab marked with an X, with a graph consist-
ing of 60 nodes including 37 offices (Figure 4(b)). Taking
an action between a current node s and a connected node
s′ on the graph had the following transition probabilities
T (s, a, s) = 0.1 and T (s, a, s′) = 0.9. We assigned a
constant cost λ = −1 as the cost of asking each occupant
and a reward R(final, a) = 100.0 for reaching its labora-
tory space. Our HOP-POMDP policy takes a longer route
that has more available building occupants compared to the
shortest path (Figure 4(b)). We conclude that our HOP-
POMDP policy results in a path that increases the likelihood
of finding an occupant to query which in turn increases the
number of successful navigation tasks.

Conclusions
As robots become more ubiquitous in our environments,
they will increasingly need to ask for help from humans lo-
cated there rather than depending on supervisors or oracles.
We introduce the Human Observation Provider POMDP
(HOP-POMDP) to model human location, availability, accu-
racy, and cost of asking in the environment as they provide
observations to the robot. In particular, the HOP-POMDP
incorporates availability and accuracy into the observation
function when the robot performs action aask. We then in-
troduce our LM-HOP explore/exploit algorithm to learn the
availability and accuracy of the humans while executing the
current best policy. Unlike previous approaches to learning
POMDPs, our LM-HOP algorithm

1. instantiates only a single hypothesis HOP-POMDP,
2. recomputes the HOP-POMDP policy only when the

learned accuracy/availability change significantly, and
3. does not depend on a human to always be accurate and

available in order to learn.
We demonstrate that in terms of the explore/exploit

strategy, our algorithm converges faster and with consis-
tently higher reward than the explore-only and exploit-only
algorithms. Compared to prior learning algorithms, we
demonstrated that our algorithm, with a single hypothesized

HOP-POMDP, recomputes POMDP policies at least 2 or-
ders of magnitude fewer times. Our LM-HOP algorithm is
effective in approximating the true availability and accuracy
of humans without depending on oracles to learn.
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